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• Formalize the adversarial prompt injection problem in 
the conversational search setting.

• Collect and open-source “RAGDOLL” dataset of real-
world consumer product websites to study this problem.

• Disentangle the impacts of product name, document 
content, and context position on RAG ranking tendencies.

• Show that RAG models can be reliably fooled to pro-
mote certain websites using adversarial prompt injection.

• The injections can be embedded in website contents.

• These attacks transfer from handcrafted RAG templates to 
production conversational engines such as perplexity.ai.

• Large Language Models (LLMs) are often aligned to 
human intentions.

• “LLM jailbreaks” proved the alignment to be fragile.

• By concatenating a malicious prompt, we can induce 
unexpected/unsafe behaviors from LLMs.

• We argue that a main threat of LLM jailbreaking will 
instead concern conversational search engines (CSE).

• CSEs use LLMs to summarize/interpret web contents with 
the Retrieval-Augmented Generation (RAG) architecture.

Motivation

Experiments

Adversarial Document-Embedded Injection

The RAGDOLL Dataset

• A dataset of real-world consumer product webpages.

• Focus on official websites, not third-party sales sites.

• 5 commodity groups:

• 10 products per group, ≥8 brands per product, and 1-3 
model per brand, 1147 webpages in total. 

• Experiments use a subset with exactly 8 brands per product 
and 1 model per brand.

• LLM-powered collection pipeline:
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Ranking Manipulation for Conversational Search Engines

Contributions

Paper: arxiv.org/pdf/2406.03589
Dataset: huggingface.co/datasets/Bai-YT/RAGDOLL
Code: github.com/spfrommer/cse-ranking-manipulation

Problem Formulation

• Recommender LLM: 

• The response to a query is   𝑅	 	𝑀, 𝑄, 𝐷, 𝑃,	 𝑈!, 𝑈"	

• The ranking score for each product 𝑝!  is 𝑠!".
• If 𝑝!  is the 𝑗th product in response 𝑅, then 𝑠!" = 𝑛 − 𝑗 + 1. 
• Appearing early in the response means high score!

Attacker objective for promoting product 𝑝!
• max

#∈𝒜
	𝔼 𝑆!" , where 𝑆!"  follows ranking distribution ℙ&,(,)*,+	(𝑠!).

• ,𝐷 = 𝑑,, … , 𝑎 ⊕ 𝑑! , … , 𝑑-  and 𝒜 is a permissible attack set.

LLM internal
randomness
𝑈! ∼ ℙ"!

Webpage HTML documents
𝐷 = (𝑑#, 𝑑$, … , 𝑑%)

Products
𝑃 = (𝑝#, 𝑝$, … , 𝑝%)

Query 𝑄
Input randomness 𝑈& ∼ ℙ""

e.g., input document ordering
LLM 𝑀

Prefix adversarial string 𝑎 to 
document 𝑑'  in webpage HTML 

E.g., constraint on prefix length, etc.
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Figure 1: An overview of prompt injection for conversational search engines. By injecting an adversarial prompt into
Product B’s website content (left), the LLM context can be directly hijacked (center left). This leads to responses
which tend to list Product B first (center right). Over many randomized responses, this means Product B is at the top
of the ranking distribution (right).

from a vector index (Lewis et al., 2020). This
workflow enables access to a dynamic knowledge
base not seen during training, reduces the necessary
LLM context length, and mitigates model halluci-
nations (Vu et al., 2023). Modern conversational
engines are fundamentally RAG models which load
retrieved website text into the LLM context before
answering a user query.

This revolution in search technology raises a
question with significant financial and fairness im-
plications: can conversational engines be adversar-
ially manipulated to consistently promote certain
content? We specifically consider the domain of
consumer products, in which the ranking of men-
tioned products is often critical to consumer pur-
chasing decisions (Yao et al., 2021). In this setting,
we define the “ranking” of a product to be the or-
der in which it is referenced in an LLM response.
Previous work has shown anecdotal evidence of
prompt injection leading to product promotion for
RAG models (Greshake et al., 2023). However, a
comprehensive treatment of adversarial techniques
for conversational search engines is distinctly lack-
ing from the literature. This is particularly critical
considering the vast financial stakes and the risk
of misleading consumers; the traditional Search
Engine Optimization (SEO) industry alone is val-
ued at upwards of $80 billion (Lewandowski and
Schultheiß, 2023). Our work investigates a few
fundamental factors driving conversational search
rankings and provides evidence that these rankings
are susceptible to adversarial manipulation (see
Figure 1).

Contributions. This work makes the following
primary contributions:

1. We formalize the adversarial prompt injection
problem in the conversational search setting.

2. We collect a controlled dataset of real-world
consumer product websites to further study
this problem, grouped by product category.

3. We disentangle the impacts of product name,
document content, and context position on
RAG ranking tendencies, and show that these
influences vary significantly between LLMs.

4. We demonstrate that RAG models can be re-
liably fooled into promoting certain product
websites using adversarial prompt injection.
Futhermore, these attacks transfer from hand-
crafted templating schemes to production con-
versational engines such as perplexity.ai.

2 Related work

LLM jailbreaking. Early automatic LLM jail-
breaking attacks typically focused on optimizing
over discrete tokens using a gradient-informed
greedy search scheme (Jones et al., 2023; Wen
et al., 2024; Chao et al., 2023; Zou et al., 2023).
While the resulting adversarial strings present as
random tokens, these jailbreaks are surprisingly
universal (bypass LLM defenses for many harm-
ful use cases) and transferrable (transfer between
LLMs) (Zou et al., 2023). Subsequent approaches
improved the efficiency and interpretability of jail-
breaks by leveraging an external LLM to iteratively
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Adversarial HTML Injection
• Attack algorithm: TAP

(Tree of Attacks with Pruning).

• Injection examples:
See Appendix C in our paper.

• Injections can promote the 
ranking of most products 
with all LLMs.

• Injections can transfer 
between LLMs.
E.g., GPT-4T injections can 
also attack Sonal Large.

Adversarial 
HTML 
injections 
promote 
products

Average product rankings before/after 
HTML prompt injection.
* Sonar Large Online prompts are transferred from GPT-4T.
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